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Abstract. Unipolar pulses (UPs) are short events characterized by out-12

bursts of electromagnetic (EM) energy from deep within the Earth’s13

crust. First recognized prior to the 2007 M = 5.4 Alum Rock earth-14

quake in northern California, UPs can be as short as 150 ms, followed15

by an overshoot in the opposite polarity direction or by undulations16

of the EM field lasting from to 2–20 sec. Near Lima, Peru, and Tacna,17

Peru, thousands of UPs in the 1–3 nT intensity range have been18

recorded, emitted from the 25–65 km depth range, thought to arise19

in patches at the top of the Benioff Zone of the subducting Nazca20

Plate. To understand how these EM pulses can be generated deep21

in the rock column, we consider that rocks contain peroxy defects,22

typically O3Si–OO–SiO3, which, when subjected to increasing devi-23

atoric stresses, break up in two steps. Step I: electrons in the tight24

non-bonding πnb molecular orbital decouple by transitioning into the25

antibonding σ*-level, where they occupy a significantly larger volume.26

This volume expansion is possible only, when the internal pressure in27

the stressed subvolume overcomes its confining pressure. This in turn28

requires that the number density of peroxy defects in the rock is high29

enough so that, during the πnb → σ* transition of the O−–O− bonds,30

the wave function of their decoupled O− states overlap, causing a solid31

plasma state with an internal electron degeneration pressure that can32

force the volume expansion against the load of the overlying rock col-33

umn. Step II: once the σ*-level is reached, the decoupled O−–O− bonds34

can dissociate, generating highly mobile charge carriers, electrons e′35

and holes h·, which can burst out the stressed subvolume causing it to36

instantly contract again. Thus, UPs appear to be linked to an explo-37

sive expansion of stressed subvolumes of rocks against their lithostatic38

overload, followed by an outburst of electronic charge carriers and con-39

comitant volume contraction.40
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1 Introduction1

Earthquakes are cataclysmic mechanical events that generate P and S waves. As2

the seismic waves propagate, the S waves have been observed to trigger outbursts3

of light from the ground, so-called “earthquake lights” (EQL), that typically last4

only for a fraction of a second. EQLs have been reported for a long time. They can5

occur both during earthquakes, e.g. while the seismic waves propagate, and hours,6

days, even weeks before major seismic events [1–6]. One line of thought is that these7

flashes of light may be caused by combustible gases released from the ground, self-8

igniting due to phosphine [7]. An alternative explanation invokes electric discharges9

bursting through the Earth’s surface [8]. Such sudden electric discharges seem to10

also occur inside the rock column, without breaking through the Earth surface. They11

are probably the source of unipolar pulses (UPs) that consist of EM emissions from12

some source or sources deep below the Earth’s surface [9,10]. These EM outbursts13

appear to come from rock volumes that are subjected to periods of increasing tectonic14

stresses [11].15

Telluric currents, also known as Earth currents, flow in the Earth crust and upper16

mantle [12,13]. They wax and wane on time scales of hours to days and weeks, also17

months to years. Like any currents that flow, telluric currents produce a magnetic18

field [14]. As they fluctuate, they radiate electromagnetic (EM) waves [14]. This paper19

addresses a particular form of EM signals, which has not yet been widely studied:20

short unipolar pulses (UPs) emitted from deep within the rock column, apparently21

related to the build-up of tectonic stresses, typically recorded a few days to a few22

weeks before major earthquakes [15].23

A conditio sine qua non for any electric currents is the availability of mobile24

charges that can move in response to some thermodynamic driving force. These25

charges may be ionic in nature (cations or anions) or electronic in nature (electrons26

or defect electrons, the latter also known as holes). This report focuses the processes27

by which powerful telluric currents may be generated in the rock column [16]. Two28

situations can be distinguished:29

1. Mobile charge carriers already exist under the given temperature (T ) and pressure30

(P ) conditions, but only need an electric potential to flow and produce a current;31

2. Mobile charge carriers do not exist under the given T and P conditions but can32

suddenly become activated by stress to release mobile charge carriers where none33

existed before.34
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In the shallow part of the crust, in the range of 0 to 5–7 km depth, rocks typically 
retain some interconnected porosity with water saturating the intergranular space 
[17,18]. This water contains dissolved cations and anions. Hence, ionic charge carri-
ers are available to generate electrolytical currents when, for instance, geomagnetic 
activity in the ionosphere induces electric fields into the Earth crust, which provide 
the necessary driving force. Alternatively, when water is forced to flow through porous 
rocks along stress gradients, the cations dissolved in the pore water tend to be pref-
erentially retained on the walls of the pores, while the anions are carried along with 
the water flow. This leads to charge separation and streaming potentials and, hence, 
electrokinetic potentials that lead to currents, which are called streaming currents 
[6,19].

The seismogenic zone, where most earthquakes occur [20,21], extends from about 
7–10 km to 45 km or deeper along subduction zones. In this depth range, rocks cannot 
sustain open porosity, even over geologically short time scales [22]. This fact rules out 
stress-activated fluid flow and, hence, streaming currents. At the same time the 
temperatures in this depth range are moderate, well below magmatic. Hence, the rocks 
are still poor ionic conductors [23] and any EM signals observed cannot be due to ionic 
conductivity in the solid state.52
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However, the rocks in this depth range – mostly gabbro, granite, anorthosite1

etc. – contain defects that are normally electrically inactive but can activate highly2

mobile electronic charge carriers when perturbed by tectonic stresses. The defects3

in question consist of pairs of oxygen anions that have converted from their usual4

2-valence state to the 1-valence state. They form peroxy bonds, O−–O− such as in5

O3Si–OO–SiO3, where Si4+ may be substituted by Al3+ or other trivalent cations6

[14]. Peroxy defects occur inside the matrix of the constituent mineral grains but also7

along grain boundaries. Those along grain boundaries, especially those that straddle8

across grain boundaries, will be particularly sensitive to activation by mechanical9

stress. The reason is that any ever so slight shifting of mineral grains relative to each10

other will break peroxy bonds and generate two types of electronic charge carriers,11

electrons e′ and holes h·, which have finite lifetimes [24]. The mechanical process12

applies to the seismogenic depth range [25–27]. The electrons e′ are confined to the13

rock volume experiencing dynamic stresses, while the holes h· have the ability to14

flow out of the stressed rock volume into and through the surrounding less stressed15

or unstressed rocks [28].16

Under certain special conditions, however, both e′ and h· appear to be able to17
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burst out together from stressed subvolumes of rocks. At least this is what the very 
short EM pulses seem to tell us known as unipolar pulses, UPs [29]. UPs were first 
noted in magnetometer traces recorded prior to the M = 5.4. Alum Rock earthquake 
of Oct. 30, 2007 in northern California, a strike-slip event with a hypocentral depth 
of 9.6 km [10]. A Zonge 3-axis search-coil magnetometer, capable of detecting EM 
signals down to the picoTesla (pT) range, had been set up as part of the Californian 
QuakeFinder stations network about 2 years before the Alum Rock event, fortuitously 
less than 2 km from the future epicenter. The UPs occurred in the 0.01–12 Hz 
band and consisted of an increasing number of short duration (1 to 30 s duration) 
pulsations that peaked about 13 days prior to the seismic event. The amplitudes of 
the pulses, 3–20 nT, were well above to the ambient noise at this site 10–250 pT. 
They typically lasted 150 msec, rising sharply and decaying slightly more slowly. 
Such high signal intensities point to powerful current bursts, in the range of 104–105 

A at their points of origin [30]. The number of UPs increased with time from 5–10 
to more than 200 per 24 hr. Their unipolar signature rules out that they were 
emitted from a point source. Instead they must have been emitted from a linear or 
planar source volume [31].

Since the Alum Rock events, UPs have been recorded at other locations, most 
notably in Peru, where a network of 3-axis search-coil Zonge magnetometers has 
been set up along the Pacific Coast [32]. There too the UPs consist of abrupt EM 
emission events of positive polarity, lasting about 150 msec, occasionally followed by 
an overshoot into the negative polarity regime before returning to the background 
level. Figure 1a shows an overlay of thousands of pulses recorded at the Tacna Station 
in southern Peru. They consistently last for ∼150 msec and are followed by a slight 
overshoot to negative polarity and slow return to the baseline.

Figure 1b compiles 5644 pulses received between February 1, 2013 and August 
16, 2018 at the San Lorenzo Island station off the coast of Lima, Peru, where two 
3-axis search coil magnetometers are being used to triangulate the points of origin 
of these UPs. The histogram in Figure 1c documents that the majority of the pulses 
recorded at this station fall into the 100–150 msec bracket. They are typically fol-
lowed by low amplitude fluctuations that can last 2–3 sec, occasionally as long as 
10–20 sec. Triangulation shows that the UPs originate from the Benioff Zone of the 
subducting Nazca Plate, which drags down a small submarine ridge. The UPs are 
emitted between 25 to 65 km depth. They tend to occur in clusters of a dozen or 
more, emitted within hours of each other. The clusters are separated by a few days 
and characteristically followed by earthquakes in the 3–4.5 magnitude range at the53



4 The European Physical Journal Special Topics

(a)

(c)

(b)

Fig. 1. (a) Unipolar pulse profiles recorded at the Quakefinder Tacna Station in southern
Peru [32]. (b) Profiles of 5644 pulses recorded at the Quakefinder San Lorenzo Island stations
in central Peru. (c) Histogram of 5644 pulses recorded in central Peru by the Quakefinder
stations offshore on the San Lorenzo Island and onshore indicating that the majority of the
pulses last 100–150 msec.

same location. Recorded from distances up to ∼100 km, the intensity of the pulses1

reach 1.5 nT [33,34]. Their unipolar nature indicates that they are not emitted by a2

point source but by linear or planar sources [31], probably at the top of the Benioff3

Zone, which marks the boundary between the subducting Nazca plate and the South4

American continent.5

Another location where UPs have been recorded is in central Italy prior to the6

M = 6.3 L’Aquila earthquake of April 06, 2009, a strike-slip event with a hypocentral7

depth of 9.6 km [11,35].8

This paper addresses the solid state processes that need to take place to generate9

the intense and short current bursts necessary to produce UPs.10
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2 Results and discussion1

2.1 Rocks as insulators2

From an electrical conductivity perspective, the igneous and high-grade metamorphic3

rocks are insulators with wide band gaps, Eg, 4.5 eV or wider. With such large Eg4

values the probability to thermally promote electrons from the valence band to the5

conduction band is negligibly small at temperatures below 600–700◦C. Hence, their6

overall electrical conductivity should be low across a wide temperature range, which7

includes the temperatures prevailing in most of the Earth’s crust [36].8

2.2 Peroxy defects9

Peroxy defects are point defects in the matrix of minerals, which consist of two tightly10

bonded oxygen anions in the 1-valence state [37]. Peroxy defects are electrically inac-11

tive, so long as their O−–O− bond is intact. When the O−–O− bond breaks, electronic12

charge carriers become activated, electrons e′ and holes, h·. Thus, the activation of13

peroxy defects generates mobile electronic charge carriers where none existed before14

[28].15

Basic information about peroxy defects has been obtained through a study of16

melt-grown MgO single crystals of the highest nominal purity grade [38]. The first17

hint for the presence of peroxy came from a mass spectroscopic study of the dehydrox-18

ylation of ultrahigh purity Mg(OH)2, which produced an abnormally large amount of19

H2 and evidence for the formation of peroxy anions, O2−
2 , decomposing above 600◦C20

by releasing O atoms [39]. A follow-up infrared study of MgO single crystals contain-21

ing OH− (due to traces of H2O dissolved in the crystal matrix) provided evidence22

that pairs of OH− in the MgO matrix undergo a redox conversion to O2−
2 plus H223

[40,41]. Additional studies dealt with the temperature-dependent effects of peroxy on24

various physical properties of MgO single crystals including electrical conductivity,25

dielectric polarization, and magnetic susceptibility as reviewed in [38].26

It was further determined that the short, tight peroxy bond is such a succinct27

entity that the surrounding matrix, be it MgO, CaO, SiO2 or silicate minerals, has28

little effect on the response of O−–O− bonds. Therefore, lessons learned from the29

analysis of O2−
2 in MgO can help better understand the response of peroxy bonds in30

a broad range of rock-forming minerals.31

Thermodynamics mandates that, during crystallization from a melt or magma32

that contains dissolved H2O, the crystalline matrix of any mineral formed will take33

up a finite concentration of H2O, forming a solid solution (ss) as depicted in Figure 234

[42].35

When AO is MgO, the incorporation of δ H2O [43] can be written as:36

MgO + δH2O⇔ Mg1−δ(OH)2δO1−2δ + δMgO (1)37

In the case of silica, the incorporation of δ H2O can be formalized as:38

SiO2 + δH2O⇔ Si1−δ/2(OH)2δO1−2δ + 1/2δSiO2 (2)39

40

41

Similar equations can be written for any silicate minerals.
By introducing 2δOH− into the matrix of MgO, δMg2+ vacancies are created. 

The OH− are preferentially associated with these cation vacancies:42

H2O + O2− ⇔ OH− + OH− (3)43
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Fig. 2. Phase diagram of a solid AO (oxide or silicate mineral) crystallizing in the presence
of H2O as fluid component.

Likewise, the introduction of H2O into the matrix of silica or silicates can be1

written as the hydrolysis of an Si–O–Si bonds, where Si4+ may be substituted by2

Al3+ etc.:3

Si−O−Si + H2O⇔ Si−OH HO−Si (4)4

During cooling, so long as the diffusional processes required to exsolve OH− from5

the solid matrix can keep up with the cooling rate, the width of the ss field will6

shrink as indicated in Figure 2. Inevitably, however, a temperature will be reached7

where thermodynamic equilibrium can no longer be maintained, even at geologically8

slow cooling rates. This causes the ss to drift out of equilibrium and to turn into a9

supersaturated solid solution (sss). In the process, the last OH− that exsolve from10

the sss grains will become enriched along grain boundaries. In other words, grain11

boundaries will end up decorated with OH− or Si–OH.12

Upon further cooling, in the sss state, OH− pairs undergo an electronic rearrange-13

ment by way of a redox conversion, in the course of which the two hydroxyl protons14

take over one electron each from their respective hydroxyl oxygens, changing from15

H+ into H, which combine to form H2. At the same time the two donor hydroxyl16

oxygens change from O2− to O−, and the two O− snap together to form a peroxy17

bond, O2−
2 :18

OH− + OH− ⇔ O2−
2 + H2 (5)19

Basically, this redox conversion is reversible. However, when the H2 molecules20

enter interstitial sites in the solid matrix or otherwise diffuse away, H2 molecules and21

peroxy defects become spatially separated. Hence, reactions generating peroxy out22

of hydroxyl pairs become irreversible and the solid matrices, in which these reactions23

occur, acquire excess peroxy defects.24

Peroxy defects are known to exist in silica [44–46] and apatites [47]. Their behav-25

ior as a function of temperature, specifically their thermal break-up [48], is essentially26

indistinguishable from that of peroxy in the MgO matrix. Likewise, O3Si–OH pairs in27

silicate minerals undergo the same redox conversion to O3Si–OO–SiO3 + H2, where28

Si4+ may be substituted by Al3+ etc. [37]. Figure 3a outlines this reaction scheme,29

which starts by an H2O hydrolyzing a O3Si–O–SiO3 bond and subsequently under-30

going a redox conversion to peroxy, O3Si–OO–SiO3, plus an H2 molecule.31

Peroxy defects are electrically inactive as long as their O−–O− bonds are intact.32

Their temperature-driven break-up occurs in two stages, which have been studied33

in detail for O2−
2 in the MgO matrix at ambient pressure [38]. The process begins34

with loosening the tightly bound spins in the O2−
2 entity, which remain at first in35
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(a)

(b)

Fig. 3. (a) Introduction of peroxy defects into a silicate structure via a 2-step reaction, first
H2O splitting an O3Si–O–SiO3 bond to form a O3SiOH pair, followed by a redox conversion
of the O3SiOH pair to O3Si–OO–SiO3 plus molecular H2. (b) Activation of a peroxy bond in
a silicate matrix via a 2-step process leading to electron-hole pairs on the oxygen sublattice.

a diamagnetic, antiparallel spin state, then transition to a paramagnetic state, indi-1

cating that the electron spins have started to flip while still remaining bound to the2

peroxy site. This first step is called “decoupling”, a designation that will be used3

throughout the present paper. After decoupling, the O−–O− bond can dissociate,4

generating electrons e′ and holes h· as highly mobile charge carriers. This 2-stage5

reaction scheme is depicted in Figure 3b. In accordance to the point defect convention6

[49] the two holes, O−, in the decoupled peroxy bond are designated by dots :. Next7

an electron e′ from a neighboring O2− is transferred into the decoupled peroxy bond,8

where it becomes trapped. Thus, the number of holes in the former peroxy bond is9

reduced from two to one, •, while the donor O2− turns into O−, equivalent to an10

unbound hole h·:11

In semiconductor parlance, an O− in a matrix of O2− represents a defect electron12

or hole h·. Thus, the two holes in O2−
2 or Si–OO–Si can be described as self-trapped13

hole pairs in the oxygen anion sublattice. The peroxy entity is characterized by a14

short O−–O− bond, <1.5 Å as compared to the regular O2−–O2− bond distances of15

3.0 Å in MgO [50] and ∼2.8 Å in silicates. Thus, the volume occupied by two O− in a16

peroxy bond is much smaller, about 1/8th, the volume of two O2−. This large partial17

molar volume difference will play an important role in the subsequent discussion.18

2.3 Volume changes during break-up of peroxy bonds19

Information about the thermal 2-stage break-up of peroxy bonds has been obtained20

by studying using melt-grown MgO single crystals, nominally 99.99% pure. Specifi-21

cally, the study focused on the following properties:22

– Distribution of OH− in the MgO matrix [40],23

– Electrical conductivity [51],24

– Linear expansion [52]25
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(a) (b)

Fig. 4. (a) Linear thermal expansion in µm/m of an MgO single crystal measured by means
of the 004 Bragg reflection, recorded at 1 bar pressure. (b) Derivative of the linear thermal
expansion of the MgO crystal at 1 bar as derived from the 004 Bragg reflection.

– Magnetic susceptibility [53,54]1

– Dielectric polarization [38].2

Figure 4a shows the thermal expansion in µm/m of an MgO single crystal recorded3

via its 004 Bragg reflection [55]1. Given the simple cubic structure of MgO, nominally4

high purity 99.99%, and the absence of any phase transition in MgO [56], the Debye5

theory applies. Hence, the thermal expansion of MgO at ambient pressure, 100 kPa,6

should be smooth, without any discontinuities [57,58]. However, as Figure 4a demon-7

strates, the thermal expansion of the MgO exhibits remarkable discontinuities, for8

which there is only one possible explanation: though listed as 99.99% pure the MgO9

crystal under study must contain impurities or imperfections that are not included10

in the nominal purity rating. These impurities or imperfections could be either11

1. low-z elements H, C, and N, which derive from gas/fluid phase components or12

2. deviations from the stoichiometric 1:1 Mg:O ratio.13

Figure 4b shows the thermal expansion coefficient ∆l/l of MgO, plotting only every14

10th data point. The slightly unstable response in the low temperature range is due15

to chemisorbed water on the MgO surface. Other noteworthy features are:16

(1) increase of the ∆l/l starting at 180◦C, indicating an accelerated volume17

increase,18

(2) decrease of the ∆l/l between 430◦C and 500◦C, indicating a decrease in vol-19

ume, and20

(3) resumption of the ∆l/l increase above 500◦C with a slightly larger linear21

coefficient.22

These changes in thermal expansion, in particular at 180–200◦C and 400–430◦C,23

correlate with changes in electrical conductivity [51], magnetic susceptibility [53] and24

dielectric polarization [38], suggesting that they are all linked. The most likely cause25

are peroxy defects in the MgO matrix, introduced via the dissolution of small amounts26

of H2O during crystallization from a slightly H2O-laden melt.27

The discontinuities in the thermal expansion response noted in Figure 4a and 4b28

are due to the 2-stage break-up of peroxy defects: Step I begins at about 200◦C and29

1 The recorded points are so closely spaced that they appear to form a continuous line.
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leads to a volume increase that accelerates up to 400◦C, followed by a transition1

between 400◦C and about 460◦C. Step II begins around 430◦C and extends to at2

least 800◦C. Given the low concentration of peroxy defects, <1000 ppm, the ∆l/l3

increase is unusually large, in particular between 180◦C and 400◦C. No measurable4

broadening of the 004 x-ray reflection was observed as would be expected, if the5

volume expansion were caused by strain halos around some unspecified point defects6

[59].7

The information provided by the thermal expansion [52], electrical conductiv-8

ity [51], and magnetic susceptibility [53,54] measurements combines to indicate the9

2-stage activation of peroxy defects in the MgO matrix as presented in Figures 3a10

and 3b:11

Step I: decoupling of the O−–O− bond without activating mobile charge carriers;12

Step II: dissociation of the O−–O− bond and generation of mobile charge carriers.13

The absence of strain broadening of the x-ray reflection [28] is consistent with14

the thermal expansion anomaly not being caused by local strains developing around15

point defects but by slightly increased interatomic distances. This in turn is consistent16

with a wide delocalization of the wave function during Step I, spreading over many17

neighboring O2−. The sharp ∆l/l drop at 400◦C in Figure 4b marks the on-set of18

the peroxy dissociation, generating mobile charge carriers. These charge carriers lead19

to an increase in electrical conductivity by up to 6 orders of magnitude [60]. In20

conclusion, when peroxy defects decouple, the overall volume of the MgO increases,21

but when the peroxy defects dissociate, the volume decreases again.22

2.4 Electronic wave function associated with the hole states23

To understand why the break-up of the peroxy bond leads to a volume increase,24

we consider the fact that, when the wavefunction of a hole states delocalizes over25

many O2− neighbors, the valence band electron density of all those O2− decreases.26

This decrease reduces the Coulomb interaction between the O2− and their cation27

neighbors. Since the Coulomb interaction contributes a large portion of the lattice28

energy, about 90% in MgO [61], any decrease in electron density at the O2− site will29

weaken the Mg2+–O2− bonds and increase the average Mg2+–O2− distance. Hence,30

the thermal expansion coefficient must increase [62].31

The upper part of Figure 5 depicts the electronic changes believed to accompany32

the activation of a peroxy defect, O2−
2 , in the MgO matrix during Step I and II. The33

top left panel shows the intact O2−
2 , consisting of two tightly coupled O− that remain34

coupled up to about 180◦C. The center panel depicts the decoupling of the peroxy35

bond during Step I with both holes still tied to the Mg2+ vacancy up to 430◦C. The36

right panel shows the dissociation into an electron trapped at the Mg2+ vacancy site,37

also known as a V− center [63], plus an unbound and, hence, mobile hole in the O2−
38

sublattice, to which the name “positive hole” has been given [64]. The lower part of39

Figure 5 illustrates the volume changes that accompany this 2-stage break-up of the40

peroxy defect, disregarding the effect of temperature. The important point is that the41

volume expansion during Step I, “decoupling”, is followed by a volume contraction42

during Step II, “dissociation”.43

The right panel depicts Step II, the dissociated state, which begins around 430◦C44

by an electron transferring from a neighboring O2− into the Mg2+ vacancy site,45

causing the donor O2− to turn into O−. This O− constitutes an unbound defect46

electron in the O2− sublattice, known as a “hole”, h·. This h· is a mobile charge47

carrier that contributes to the increase in electrical conductivity by several orders of48

magnitude [51]. Importantly, during Step II, the volume contracts again as indicated49

in the bottom panel of Figure 5.50
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Fig. 5. Top: Two–step break-up of a peroxy defect, here represented in the (100) plane of
MgO by first decoupling and delocalizing their electron function, then by dissociating into
a trapped hole at the Mg2+ vacancy site alongside a mobile positive hole charge carrier.
Bottom: Attendant volume change during 2-step break-up of a peroxy defect.

Obviously, since step I is accompanied by a volume (V) expansion, the effect of an1

externally applied pressure (P) will be to prevent this transition or delay it to a higher2

temperature (T). Hence, even though the exact V–T–P relationship is unknown, the3

temperature, at which the O−–O− bonds of peroxy defects decouple, is expected to4

increase with the overload pressure, i.e. with increasing depth in the Earth’s crust.5

2.5 Molecular orbital approach6

Insight may be gained by considering the changes in the Molecular Orbitals (MO),7

which accompany the changes in the electronic states during the Step I and Step II8

transitions.9

In the undissociated O2−
2 , taking z as the O−–O− bond direction, the highest10

occupied MOs are the non-bonding orbitals 1πx
g and 1πy

g , which derive from the11

O 2px and O 2py AOs respectively. Because the antibonding 3σ∗u MO is unoccupied,12

the O−–O− bond can be short, <1.5 Å compared to the long O2−–O2− distance,13

∼3.0 Å [50].14

Figure 6 depicts the MO diagram of O2−
2 . On the left and right are the atomic15

orbitals (AO) for O−, plotted on an arbitrary energy scale. The center shows the16

MOs derived from the linear combination of the O2s2 and O2p4 AO’s [65]. The two17

highest MOs of special interest are (i) the fully occupied non-bonding 1πx
g and 1πy

g ,18

orbitals, which are of the same energy and, hence, fourfold degenerate, and (ii) the19

empty antibonding 3σ∗u orbital.20

When thermal vibrations increase with increasing temperature, the O−–O− bond21

angles change, causing the 1πx
g and 1πy

g MOs to shift. In the process their 4-fold22

degeneracy is lifted, causing the energy of one MO to rise and that of the other23

MO to decrease. This broadening of the energy levels is a universal, fundamental24

process. Without loss of generality we depict this process for a peroxy entity in25

the silica matrix, O3Si/OO\SiO3 [66]. Figure 7 depicts at the top how the MO’s of26
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Fig. 6. Molecular orbital diagram of the peroxy anion, O2−
2 , as it applies to a high-symmetry

lattice environment such as MgO. Importantly, the highest energy level, the antibonding
σ*-type level, is empty, allowing the O−−O− bond to be very short.

O3Si/OO\SiO3 evolve, when the bond angle α changes. For the sake of simplicity, we1

keep the same symbols as for O2−
2 in the cubic MgO lattice environment.2

Figure 7 depicts at the top two MO levels for a peroxy defect in a silica or silicate3

matrix, O3Si/OO\SiO3. Changing the angle α lifts the 4-fold degeneracy of the 1πnb
g4

and 1πnb
g MO’s. It causes the energy of the in-plane MO to be raised and the energy of5

the out-of-plane MO to be lowered. Inevitably, at some critical angle α, the in-plane6

1πnb
g will cross the antibonding 3σ∗u as depicted on the left of the bottom of Figure 7.7

This forces the two electrons from the non-bonding πnb-type MO to transition into8

the antibonding 3σ∗u MO. As a result, electron density that had resided in the tight9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

torus surrounding the axis of the O−–O− bond is now moved to the antibonding 
region. This causes the O−–O− bond distance to increase from the very short peroxy 
value, <1.5 ̊A, to a value closer to that of typical distances between O2−, 2.8–3.0 ̊A. As 
the distance between the two oxygen nearly doubles, the volume of the two oxygens 
will increase by a factor of nearly 23 ∼ 8.

The πnb–σ* transition is a second order reaction and begins to be noticeable 
around 180◦C in MgO, reaching its full effect around 430◦C, when dissociation sets 
in. The πnb–σ* transition is accompanied by a delocalization of the wave function 
associated with the σ* level as depicted in the middle panel at the top of Figure 5. 
About midway during this temperature-driven transition, the magnetic susceptibil-
ity of MgO begins to change from diamagnetic to paramagnetic [53,54], indicating that 
the electron spins in the 3σ* level start to flip. During this time, the O−–O− bond still 
holds and no charge carriers are generated that would increase the electrical 
conductivity.

The right of Figure 7 illustrates Step II, when an electron e′ from an outside 
O2− transfers into the decoupled O−–O− bond, initiating dissociation. The donor25
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Fig. 7. Representation of the two highest MO levels of O3 Si/OO\ SiO3 during deformation
of the peroxy bond angle α. The non-bonding 4-fold degenerate π-type level will split. At a
critical value of α, one π-type MO will cross the antibonding σ∗ level, causing two electrons
to be transferred from the non-bonding π-type to the antibonding σ-type level. For the sake
of illustration, we keep the π and σ designation as for O2−

2 in the high symmetry cubic
environment.

O2− thereby turns into O−. Such an O− represents a defect electron in the O2−
1

sublattice, a positive hole, a highly mobile h· charge carrier. Hence, Step II marks2

the steep increase in electrical conductivity observed at 430◦C [51]. Importantly, as3

depicted in Figure 4b, 430◦C also marks the midpoint of the decrease of the thermal4

expansion coefficient in the 400–460◦C window, followed – upon further heating – by5

an increase of ∆l/l, consistent with the dissociation following second order kinetics.6

2.6 Peroxy activation by stress7

So far, temperature was the variable that causes the break-up of the peroxy bonds.8

However, peroxy defects can also be activated by stress, specifically by deviatoric9

stresses [67]. In fact, in rocks, deviatoric stresses are highly effective already at small10

to very small stress levels to activate h· charge carriers [24]. The reason is that11

peroxy defects tend to accumulate along grain boundaries or even straddle grain12

boundaries. This makes them highly susceptible to even slight displacements of the13

mineral grains relative to each other, causing the peroxy bond angles α to change14

as depicted in Figure 7. Thus, during mechanical activation, Step I (decoupling) and15

Step II (dissociation) tend to merge into a single unresolved step creating e′ and h·16

charge carriers. Thus, two processes take place simultaneously: (i) e′ and h· charge17

carriers inside the stressed subvolume recombine, reconstituting peroxy bonds, and18

(ii) h· charge carriers are able to flow out of the stressed subvolume, spreading into19

surrounding less stressed or unstressed rocks [24].20

Even on a microscopic scale, during activation by stress, peroxy defects still have21

to decouple their O−–O− bonds before they can dissociate. According to Figure 522

decoupling of the peroxy bond is accompanied by a volume increase. This has to be23

taken into account, when a rock subvolume is stressed under confining pressure in24

the rock column. To address this aspect, we consider volume changes during Step I25

and II at constant temperature in the (P–V)T plane.26
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Fig. 8. Generic stress–strain curve during deformation of a brittle material such as a rock. 
Solid line: stressing an unconstrained rock volume that can expand (red arrows). Dashed line: 
Stressing a rigidly confined rock volume that cannot expand. https://
www.instructables.com/id/Steps-to-Analyzing-a-Materials-Properties-from-its

2.7 Volume instability during peroxy activation

In laboratory tests, it is common practice to stress unconfined axially loaded rock 
cylinders until failure. Their typical stress-strain response is shown by the solid 
curve in Figure 8 [68]. Initially, within the range of Hooke’s Law, stress rises lin-
early with strain. After “yielding”, the rock cylinder begins to plastically deform, 
passing through a point of ultimate strength before reaching the point of failure. 
Throughout this time the total volume increases ever so slightly and the stress-strain 
curve is convex.

By contrast, if the rock volume under consideration is deep in the Earth’s crust, 
its ability to expand is counteracted by the rigidity of the surrounding rocks [69]. As 
the confining rocks resist the volume expansion, the stress increases rapidly without 
increase in strain. Hence, the stress-strain curve becomes concave as indicated by the 
dashed line in Figure 8.

Eventually the slope of the dashed portion of the stress-strain curve in Figure 8 will 
become infinite, causing the πnb− > σ∗ transition and its attended volume expansion 
to take place against the confining pressure. At the same time, mobile charge carriers, 

e′ and h·, become available. As they flow out, the volume will contract
again as indicated in Figure 5.

2.8 Current outbursts from a confined rock volume

Figure 9 transcribes this sequence of events into the volume–pressure (V–P)T plane. 
The bold curve marks the boundary between the stability fields of the undissociated 
and dissociated peroxy states. Point 1 represents the V–P conditions for rock at a 
given depth. If peroxy defects try to make the transition according to Step I, the 
compressibility of the confining medium will counteract the volume expansion by an 
increase in pressure until point 2 is reached. At point 2, if enough peroxy defects in the 
rock are able to achieve the πnb− > σ∗ transition, the delocalization of their electronic 
wave functions can create a situation, where their wave functions overlap, creating a 
plasma state. In this moment a new force comes into effect: the electron degeneracy 
pressure, which can overwhelm any confinement pressure. This will cause

29

https://www.instructables.com/id/Steps-to-Analyzing-a-Materials-Properties-from-its
https://www.instructables.com/id/Steps-to-Analyzing-a-Materials-Properties-from-its
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Fig. 9. Sequence of steps leading to a volume instability in the Volume-Pressure plane
at constant temperature T . The bold line marks the boundary between undissociated and
dissociated peroxy defects. The arrow from 1 to 2 marks the small volume and large pressure
increase, when the peroxy are prevented by the build-up of pressure to initiate decoupling.
The double arrows from Point 2 to 3 and 4 mark the very rapid transition to the decoupled
and dissociated stages marked by the outburst of charge carriers. Point 5 marks the return
to a stable state.

the volume to expand explosively along the dashed line from Point 2 to Point 31

(upper red star). At Point 3, the peroxy defects achieve Step I, the decoupled state.2

This state will be instantly followed by dissociation, i.e. by Step II and the generation3

of e′ and h·. These charge carriers will then burst out of the subvolume causing a4

very rapid volume contraction from point 3 to point 4, followed by somewhat slower5

volume contraction to point 5, as the system returns to equilibrium.6

The explanation offered in Figure 9 is consistent with the shape of the unipolar7

pulses as documented in Figure 2, which suggests that a backflow of some charge8

carriers after their explosive outflow2. This backflow is expected to produce an EM9

signal of opposite polarity and longer duration during the path from Point 4 to10

Point 5.11

Figure 10 projects the same sequence of steps onto the Volume–Time plane. While12

it may take a long time for the system to go from Point 1 to 2, the time to go from13

2 to 4 will be very short, on the order of 150 msec, and moderately short to go from14

Point 4 to 5, on the order of seconds. This graph qualitatively reproduces the type15

of unipolar EM pulses observed in the field, namely that they appear out of some16

random background, rise fast and decay nearly as fast, typically within 150 ms, with17

an overshoot that can last for 1–2 sec [32,70], sometimes as long as 10–20 sec [35,71],18

returning to equilibrium.19

2.9 Plasma state of the emitting rock volume20

The speed with which h· charge carriers can propagate through rocks has been21

experimentally determined: 100–200 m/sec [72], a speed that is consistent with22

2 The outflow of h creates a charge imbalance, which may be internally balanced by an
in situ oxidation of transition metal cations such as Fe2++ O− =>Fe3++ O2−.
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Fig. 10. Sequence of events plotted in the volume-time plane at constant temperature. The
time axis is non-uniform: very long from Point 1 to 2, very short from Point 2 to 4 and
moderately short from Point 4 to 5.

phonon-assisted electron hopping [73]. However, if UPs were generated by an out-1

burst of only h· charge carriers produced via this mechanism, it becomes difficult to2

understand how this process can lead to EM pulses as short as 150 msec and as pow-3

erful as suggested by the strength of the EM signals recorded at the Earth’s surface4

[30]. In 150 msec, h· charge carriers propagating between 100–300 m/sec would be5

able to travel just 15–45 m, which is probably not enough to create such strong EM6

signals.7

At this point the above-mentioned study becomes important during which a sub-8

volume of gabbro was stressed at different stress rates from slow to fast, varying over9

8 orders of magnitude into the subsecond range [28]. The results indicate that the10

higher the stress rate, the more e′ and h· charge carriers are activated and the more11

h· become available to flow out of the stressed subvolume. This observation may12

be combined with the fact that the wave functions of the electronic charge carriers13

activated during stressing will be highly delocalized. This means that, if the number14

density of the charge carriers is high enough, the wave functions will overlap [74],15

creating a solid state plasma. This will generate an electron degeneracy pressure that16

can overpower any confining presssure [75] and lead to a forceful volume expansion. In17

the solid state plasma state, however, the outburst speed will no longer be limited by18

the phonon-mediated electron hopping mechanism peoposed for the h· outflow [76].19

Instead the outburst speed can be expected to be much faster, possibly approaching20

the speed of light in the dielectric medium [77].21

The majority of the UPs from Tacna in the south of Peru and most of the UPs22

recorded over the course of 5 1/2 years at the San Lorenzo station near Lima, Peru,23

are 150 msec long and exhibit nearly identical profiles as illustrated in Figure 2a–2c.24

This indicates that, even though the pulses recorded at the San Lorenzo station25

are emitted from different patches aligned along the Benioff Zone of the subducting26

Nazca Plate between 25 and 65 km depth [71], they are almost identical with respect27

to duration and halfwidth. This supports the fundamental concept presented here,28

namely that the outburst starts with a transition of the stressed rock subvolume29

from an insulating state to a solid state plasma state, allowing both electrons e′ and30

holes h· expand very fast into the surrounding rocks. Neither the size of the rock31

subvvolumes going through this dramatic process nor their depth within the Earth’s32
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crust appear to be sensible parameters. Further studies will be needed to capture1

the same EM pulses from different directions to derive more information about this2

remarkable process.3

3 Conclusions4

UPs have been observed in seismically active regions, notably California [10], Italy5

[35], and Peru [33,70,78]. They typically last for 150 msec and are characterized by6

a rapid rise of the EM intensity of one polarity and a slightly slower decay, often7

followed by an overshoot into the opposite polarity, plus oscillations that can last8

from 1–2 sec to as long as 10–20 sec.9

The mechanism for the generation of UPs as proposed here is based on the recog-10

nition that rocks, particular igneous and high-grade metamorphic rocks, appear to11

be laden with peroxy defects, e.g. pairs of oxygen anions in the valence state 1– that12

form very short, tight O−–O− bonds such as in O3Si–OO–SiO3 [37]. Mafic rocks13

of the gabbro-basalt family are believed to be particularly rich in peroxy defects.14

Many peroxy links are expected to locate on grain boundaries or even straddle grain15

boundaries. As long as their O−–O− bonds are in a tightly coupled state, they are16

electrically inactive. However, they are highly susceptible to changes in their bond17

angle. When rocks are stressed, the O3Si–OO–SiO3 bond angles of peroxy defects18

straddling grain boundaries will change, leading to a break-up and the release of19

electronic charge carriers, electrons e′ and holes h· [24].20

The break-up of peroxy bonds forces electrons to transition from a non-bonding21

π-type orbital to an antibonding σ-type orbital [79,80]. This process, called “decou-22

pling”, is accompanied by an increase of O−–O− bond length from <1.5 Å to about23

2.8–3.0 Å and a volume increase by a factor of about 8. In addition, the electronic24

wave functions associated with the decoupled O− will delocalize over neighboring25

O2−. Next, when the O−–O− bonds break up, mobile electrons e′ and holes h· are26

generated and the partial molar volume of the former peroxy defect decreases again27

relative to the decoupled state.28

Inside the Earth’s crust, rocks are rigidly confined. Any volume expansion of a29

stressed subvolume such as created by the πnb− > σ∗ transition will lead to an30

increase in the confining pressure. This in turn will counteract the volume increase31

and prevent the πnb− > σ∗ transition from taking place. If, however, the strain rate32

acting on a rock subvolume is constant, the stress rate will increase exponentially33

activating ever more e′ and h·. If the rock contains enough peroxy defects so that34

the wave functions of their stress-activated e′ and h· begin to overlap, it will enter a35

plasma-like state. This creates an electron degeneracy pressure [74] strong enough to36

overcome any confining pressure. In this point in time, a short-lived volume instability37

will develop, causing the stressed rock volume to expand explosively. This allows the38

πnb− > σ∗ transition to take place, followed instantly by the generation of mobile e′39

and h· charge carriers. These e′ and h· charge carriers will burst out of the confined40

rock volume, creating a short current pulse.41

Such a volume instability can explain the emission of unipolar pulses. It should42

also have seismic signature, a short P wave pulse similar to those produced by under-43

ground explosions. While underground explosions always create a cavity that will44

subsequently collapse [81], the volume instability during the UPs emission process45

outlined here should be characterized by a singular P wave signature with little rever-46

berations. Maybe UPs are also linked to the audible booms widely reported in the47

context of seismic activity, often referred to as “earthquake booms” [82]. Since EM48

waves travel through solid media at the speed of light divided by the effective dielec-49

tric constant, while the P waves travel much more slowly, the UPs should produce50
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a characteristic pattern of arrival times of their EM signals relative to the P waves1

that should be associated with them.2
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